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Abstract. Let K be an algebraically closed field and Γs a cyclic quiver with s vertices.
Xu and Wang investigated the Hochschild (co)homology groups of KΓs/I, where I is an
ideal of KΓs generated by one path. In this paper, in the case that I is an ideal of KΓs

generated by two paths, we give the module structure of the Hochschild (co)homology
of KΓs/I and the necessary and sufficient condition for the Hochschild cohomology ring
of KΓs/I to be finitely generated.

1. Introduction

The Hochschild cohomology of algebras is one of important invariances of derived equiv-
alence and it has various algebraic structures, for example, module structure, ring struc-
ture and Lie algebraic structure etc. However, in general, it is difficult to determine these
structures of Hochschild cohomology.

For a monomial algebra over an algebralically closed field, Bardzell [1] gave its minimal
projective bimodule resolution. Green and Snashall [3] constructed Bardzell’s minimal
projective resolution again by means of “overlap”. By means of this minimal projective
resolution, for some classes of monomial algebras, the module structure and ring structure
of the Hochschild cohomology are investigated. Moreover, Green, Snashall and Solberg
[4] determined the condition that the Hochschild cohomology ring modulo nilpotence of
a monomial algebra is finitely generated. However, for a monomial algebra, even the
module structure of the Hochschild cohomology is not completely determined.

While, Han [5] gave the Hochschild homology groups of a monomial algebra over a field
by means of the Hochschild homology groups of bound quiver algebras given by cyclic
subquivers of its ordinary quiver. So it is important to determine the module structure
of the Hochschild homology of a bound quiver algebra of a cyclic quiver. We also think
that it is important to compute the module structure of the Hochschild cohomology of a
bound quiver algebra of a cyclic quiver.

Let K be an algebraically closed field, s ≥ 3 a positive integer, Γs the cyclic quiver with
s vertices and I an admissible ideal. Then it is easy to see that KΓs/I is a monomial
algebra. The cardinal number of the minimal set of paths in the generating set of I is
equal to s if and only if KΓs/I is a truncated cycle algebra, that is, I = Rm

Γs
for some

integer m, where RΓs is the arrow ideal of KΓs. In that case, the module structure of the
Hochschild cohomology is determined in [2] and [10]. On the other hand, for an algebra
KΓs/I with an ideal I generated by only one path, Xu and Wang [9] investigated its
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Hochschild homology and cohomology. By the result in [6], for bound quiver algebras of a
cyclic quiver, the module structure of the Hochschild homology is given by the Hochschild
homology of truncated cycle algebras. In particular, the Hochschild homology of truncated
cycle algebras is computed by Han [5] and Sköldberg [8]. However, the dimension formula
of the Hochschild homology of bound quiver algebras of a cyclic quiver is not known
completely.

In this paper, we will determine the module structure of the Hochschild (co)homology
groups of KΓs/I with an ideal I generated by two paths by means of Bardzell’s minimal
projective resolution treated in [3]. Let p1 and p2 be paths in Γs and I the ideal of KΓs
generated by p1 and p2. We deal with the bound quiver algebra A := KΓs/I. For each
i = 1, 2, we denote the start points and end points of pi by o(pi) and t(pi), respectively.
Moreover, we put o(p1) = 0, and we denote the length of pi by l(pi) for i = 1, 2. Let
Ni and ri (i = 1, 2) be positive integers which satisfy that l(pi) = Nis + ri, Ni ≥ 0 and
1 ≤ ri ≤ s for each i = 1, 2. Furthermore, let ti(i = 1, 2) be the positive integers which
satisfy that ti ≡ t(pi) (mod s) and 1 ≤ ti ≤ s for each i = 1, 2, and let s2 = o(p2).

We divide into the following cases, and we construct the minimal projective resolution
of A and determine the module structure of the Hochschild (co)homology of A for each
cases:

• N1 = N2 + 1,
• N1 = N2

Case 1: 0 < s2 < t1 < t2(≤ s),
Case 2: 0 < t2 ≤ s2 < t1(≤ s),
Case 3: 0 < t1 ≤ s2 < t2(≤ s).

Moreover, we also give the necessary and sufficient condition for the Hochschild cohomol-
ogy ring HH∗(A) of A to be finitely generated for each cases.

Throughout this paper, we denote ⊗K by ⊗ for the sake of simplicity.

2. The Hochschild (co)homology groups of A

Let K be an algebraically closed field and s a positive integer satisfying s ≥ 3 and Γs
the cyclic quiver with s vertices 0, 1, . . . , s − 1 and s arrows α0, α1, . . . , αs−1 such that
o(αs−1) = s−1, t(αs−1) = 0, o(αi) = i and t(αi) = i+ 1 for i = 0, 1, . . . s−2. We consider
the path algebra KΓs over K. It is satisfied that αi = eiαiei+1 for each 0 ≤ i ≤ s − 1,
where the subscripts i of ei and αi are considered to be modulo s. Let X be the sum of
all arrows in KQ. Let p1 and p2 be paths in Γs and I an ideal of KΓs generated by p1
and p2. In this section we compute the Hochschild (co) homology groups of the bound
quiver algebra A = KΓs/I.

Throughout this paper, we assume that o(p1) = 0. We set the integer ti satisfying
ti ≡ t(pi) (mod s) and 1 ≤ ti ≤ s for each i = 1, 2, and we also set the integer s2 = o(p2).

Let l(pi) be the length of pi for i = 1, 2. For each i = 1, 2 we set the integers Ni and ri
which satisfy l(pi) = Nis+ri and 1 ≤ ri ≤ s. It is clear that |N1−N2| ≥ 2 contradicts the
definition of the minimal set of paths in the generating set of I. Therefore, we investigate
the Hochschild homology of A in the following two cases:

(1) N1 = N2 + 1,
(2) N1 = N2.
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2.1. The Hochschild (co)homology groups of A in the case N1 = N2 + 1. In this
section, we compute the Hochschild (co)homology groups of A in the case N1 = N2 + 1.
We set N = N2 for the sake of simplicity. Then the inequality 0 < t1 < t2 ≤ s2 < s holds.
In fact, if s2 < t2 holds, then the length of p1 and p2 are given by l(p1) = (N + 1)s + t1
and l(p2) = Ns+ t2 − s2. Hence We have l(p1)− (l(p2) + o(p2)) = s+ t1 − t2 > 0. Thus
p2 is a subpath of p1, which is contradiction.

Therefore, p1 and p2 are written by p1 = o(p1)X
(N+1)s+t1 and p2 = o(p2)X

Ns+s−s2+t2 ,
respectively.

If N = 0, then gl.dimA < ∞. Hence we assume that N ≥ 1. We construct the
Bardzell’s projective resolution of A.

Theorem 1 ([7, Theorem 3.2]). We set N = N2 ≥ 1. In the case that N1 = N2 +1, then
the projective resolution of A is given by

P 0 =
s−1⨿
i=0

Aei ⊗ eiA, P 1 =
s−1⨿
i=0

Aei ⊗ ei+1A,

P 2 = Ae0 ⊗ et1A⊕ Aes2 ⊗ et2A,

P 3 = Ae0 ⊗ et2A⊕ Aes2 ⊗ et1A,

P n = Aes2 ⊗ et2A (n ≥ 4)

and

d0 : multiplication,

d1 : ei ⊗ ei+1 7→ ei(1⊗X −X ⊗ 1)ei+1,

d2 : e0 ⊗ et1 7→ e0(

(N+1)s+t1−1∑
k=0

Xk ⊗X(N+1)s+t1−k−1)et1 ,

es2 ⊗ et2 7→ es2(

Ns+s−s2+t2−1∑
k=0

Xk ⊗XNs+s−s2+t2−k−1)et2 ,

d3 : e0 ⊗ et2 7→ e0(1⊗X t2−t1 −Xs
2 ⊗ 1)et2 ,

es2 ⊗ et1 7→ es2(1⊗Xs−t2+t1 −Xs−s2 ⊗ 1)et1 ,

d4 : es2 ⊗ et2 7→ es2(
N∑
r=0

(Xrs+s−s2 ⊗X(N−r)s +Xrs ⊗X(N−r)s+t2−t1)et2 ,

d2c+1 : es2 ⊗ et2 7→ es2(1⊗Xs −Xs ⊗ 1)et2 ,

d2c+2 : es2 ⊗ et2 7→ es2(
N∑
r=0

Xrs ⊗X(N−r)s)et2

for c ≥ 2.

By the above projective resolution of A, we have the following results.

Theorem 2 ([7, Theorem 3.3]). Suppose that l(p1) = (N + 1)s + t1, l(p2) = Ns + t2
(1 ≤ t1, t2 ≤ s). Then 0 < t1 < t2 ≤ s2 < s and the module structure of HHn(A) over K
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is given by

dimK HH0(A) =

{
N + 3 if t1 = 1,
N + 2 if t1 ̸= 1,

dimK HH1(A) = N + 1,

dimK HH2(A) = dimK HH4(A) =

{
N if s2 ̸= t2,
N + 1 if s2 = t2,

dimK HH3(A) = N + 1,

dimK HHn(A) =

{
N + 1 if s2 = t2 and charK | N + 1,
N otherwise

for n ≥ 5.

Theorem 3 ([7, Theorem 3.6]). Suppose that l(p1) = (N + 1)s + t1, l(p2) = Ns + t2
(1 ≤ t1, t2 ≤ s). Then 0 < t1 < t2 ≤ o(p2) < s and the dimension of HHn(A) over K is
given by

dimK HH0(A) = s+N,

dimK HHn(A) =

{
N + 1 if charK | N + 1,
N if charK ∤ N + 1

for n ≥ 1.

2.2. The Hochschild (co)homology of A in the case N1 = N2. In this section, we
compute the Hochschild (co)homology of A in the case N1 = N2. We set N = N2 for the
sake of simplicity. Then the following inequalities do not occur:

• 0 < s2 < t2 < t1 ≤ s,
• 0 < t1 < t2 ≤ s2 < s.

In fact, if one of the above condition holds, then p2 is a subpath of p1 or |N1 −N2| = 1,
which contradicts the definition of p1 and p2. Moreover, the situations 0 < s2 < t1 < t2 ≤ s
and 0 < t2 < t1 ≤ s2 < s are same situations.

Hence, we investigate the dimension of the Hochschild homology of A in the following
three cases:

Case 1: 0 < s2 < t1 < t2 ≤ s,
Case 2: 0 < t2 ≤ s2 < t1 ≤ s,
Case 3: 0 < t1 ≤ s2 < t2 ≤ s.

As is the case in the computation in subsection 2.1, by determining Bardzell’s projec-
tive resolution, we can compute the module structure of the Hochschild cohomology and
homology of A for each cases above.

Theorem 4 ([7, Theorem 4.3]). Suppose that 0 < s2 < t1 < t2 ≤ s. Then the module
structure of the Hochschild cohomology of A over K is given by

dimK HH0(A) =

{
N + 2 if t1 − s2 ≥ 2,
N + 1 otherwise,

dimK HH1(A) = N + 1,
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dimK HH2(A) = N,

dimK HH3(A) =

 N + 1 if t2 = s and charK | N,
or charK | N + 1,

N otherwise,

dimK HH4(A) =

{
N + 1 if charK | N + 1 and t2 ̸= s,
N otherwise,

dimK HHn(A) =

{
N + 1 if charK | N + 1,
N otherwise

for n ≥ 5.

Theorem 5 ([7, Theorem 4.6]). Suppose that 0 < s2 < t1 < t2 ≤ s. Then the dimension
of HHn(A) over K is given by

dimK HH0(A) = s+N,

dimK HHn(A) =

{
N + 1 if charK | N + 1,
N if charK ∤ N + 1

for n ≥ 1.

Theorem 6 ([7, Theorem 4.10]). Suppose that l(p1) = Ns + r1, l(p2) = Ns + r2 (1 ≤
r1, r2 ≤ s). Then 0 < t2 ≤ s2 < t1 ≤ s and the module structure of HHn(A) over K is
given by

dimK HH0(A) =

{
N + 3 if t1 − s2 ≥ 2 and t2 ≥ 2,
N + 2 otherwise,

dimK HH1(A) = N + 1,

dimK HH2c(A) =

{
N + 1 if t1 = s and t2 = s2,
N otherwise,

dimK HH2c+1(A) =

{
N + 2 if t1 ̸= s and t2 ̸= s2,
N + 1 otherwise

for c ≥ 1.

Theorem 7 ([7, Theorem 4.12]). Suppose that 0 < t2 ≤ s2 < t1 ≤ s. Then the dimension
of HHn(A) over K is given by

dimK HHn(A) =

 s+N if n = 0,
N + 1 if n > 0 and charK ∤ N + 1,
N + 2 if n > 0 and charK |N + 1.

Theorem 8 ([7, Theorem 4.15]). Suppose that 0 < t1 ≤ s2 < t2 ≤ s. Then the module
structure of HHn(A) is given by

dimK HH0(A) = N + 2,

dimK HH1(A) = N + 1,

dimK HH4c−2(A) = N,
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dimK HH4c−1(A) =

{
N + 1 if t1 = s2, t2 = s and charK | 2N + 1,
N otherwise,

dimK HH4c(A) =

 N + 1 if t1 = s2, t2 = s and charK | 2N + 1,
or t1 ̸= s2, t2 ̸= s,

N otherwise,

dimK HH4c+1(A) =

{
N if t2 = s or t1 = s2,
N + 1 otherwise

for c ≥ 1.

Theorem 9 ([7, Theorem 4.16]). Suppose that 0 < t1 ≤ s2 < t2 ≤ s. Then the dimension
of HHn(A) of A is given by

dimK HHn(A) =

 s+N if n = 0,
N + 1 if char k | 2N + 1, n > 0 and n ≡ 0, 3 (mod 4),
N otherwise.

3. The Hochschild cohomology ring of A

In this section, we give the necessary and sufficient condition for the Hochschild coho-
mology ring of A to be finitely generated.

We denote the Yoneda product in HH∗(A) by ×. Let [φ] ∈ HHi(A) and [ψ] ∈ HHj(A)
be the elements which are represented by i-cocycle φ ∈ HomAe(Pi, A) and j-cocycle
ψ ∈ HomAe(Pj, A), respectively. Then [φ] × [ψ] ∈ HHi+j(A) is given as follows: There
exists the commutative diagram of A-bimodules

· · · −−−→ Pi+j
di+j−−−→ · · · dj+2−−−→ Pj+1

dj+1−−−→ Pj
ψ−−−→ A

σi

y yσ1 yσ0 ∥∥∥
· · · −−−→ Pi

di−−−→ · · · d2−−−→ P1
d1−−−→ P0

d0−−−→ A −−−→ 0

where σl(0 ≤ l ≤ i) are liftings of ψ. Then we have [φ]× [ψ] = [φσi] ∈ HHi+j(A).
By giving generator of Hochschild cohomology groups and computing the Yoneda prod-

uct in HH∗(A) for each cases, we have the following results.

Theorem 10. Suppose that N1 = N +1 and N2 = N . Then the following are equivalent:

(1) HH∗(A) is finitely generated.
(2) N ≥ 1, s2 = t2 and charK |N + 1, or N = 0.

Theorem 11. Suppose that N1 = N2 = N and 0 < s2 < t1 < t2 ≤ s. Then the following
are equivalent:

(1) HH∗(A) is finitely generated.
(2) N = 0.

Theorem 12. Suppose that N1 = N2 = N and 0 < t2 ≤ s2 ≤ t1 ≤ s. Then the following
are equivalent:

(1) HH∗(A) is finitely generated.
(2) t1 = s and s2 = t2.
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Theorem 13. Suppose that N1 = N2 = N and 0 < t1 ≤ s2 ≤ t2 ≤ s Then the following
are equivalent:

(1) HH∗(A) is finitely generated.
(2) t1 = s2 and t2 = s, or N = 0.
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